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Abstract 

The aim of the research is to make precise predictions using machine learning algorithms for HCV detection. Hepatitis C 

Virus (popularly called HCV) causes various kinds of life-threatening liver cancers. This virus is deadly as more than 80% 

of patients don‟t have any signs or symptoms. Hence, a proper system is necessary which may timely and accurately 

predict HCV. This paper provides a brief literature review in this field which is the motivation to understand the concepts of 

machine learning methods in predicting results with higher accuracy in comparatively easier ways. We have applied 

various machine learning algorithms on the „HCV‟ dataset, which result in efficient and accurate predictions. The 

experiments are performed on the „HCV‟ Dataset which is imported from “UCI Machine Learning Repository”. The 

dataset contains the laboratory values of Hepatitis C and the blood donors. It has a „615‟ number of instances, out of which 

some contain missing values. Out of 615; 533 instances are of blood donors, 7 instances are of suspected cases and the 

remaining 75 instances contain the data of patients suffering from Hepatitis C. There are a total of „13‟ attributes present in 

the dataset. To achieve the best predicting algorithm, the handling of missing data is performed using Linear Regression. 

Feature selection is the technique that improves the efficiency of a model and reduces model building time. We have 

implemented the statistical technique Analysis of Variance (ANOVA) for the purpose of selecting important features. The 

rationale behind choosing ANOVA as a feature selection technique is its efficiency in determining the score of the 

relationship between two attributes. In our model, the decision tree algorithm predicted with the highest accuracy of 

„0.9878048780487805‟ before applying ANOVA. After applying ANOVA, the decision tree algorithm again predicted the 

results with greatest accuracy i.e. „0.9878048780487805‟. This research adds to the field by utilizing machine learning 

methods to enhance HCV prediction, striving for enhanced accuracy and efficiency. The use of Linear Regression to 

manage missing data and ANOVA for feature selection introduces potentially innovative approaches within HCV detection. 

Additionally, the comparative assessment of multiple machine learning algorithms aims to pinpoint the optimal model for 

HCV prediction, potentially providing direction for future research in analogous settings. 
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